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Abstract 

Deaf-mute individuals have an arduous task in communicating to a normal individual if that 

person is unaware of sign language. This project aims to develop a product that will convert 

the signs shown by the deaf-mute individual to an artificially generated voice output that 

maps onto the respective sign shown through the phonetics in the message(s) conveyed. Here, 

SEMG signals are extracted to provide the basis for mapping to the phonetics. 

Electromyographic signals have been broadly employed as a means of diagnosis and as a 

control signal in rehabilitation in health care. Commercial software such as Matlab and 

CoolTerm/Arduino were used for data acquisition and data analysis. 

 

Introduction 

EMG is a nerve conducting test and is accomplished by determining the bioelectric signals 

from the muscles of a human body. The muscular movements cause the action of muscles and 

nerves, which is responsible for electrical currents. These currents are created by the 

interchange of ions through the muscles, which enables the part of the signalling process for 

the muscle fibres to contract [2]. It can be calculated by attaching electrodes or conductive 

elements to the skin surface, or within the muscle, invasively. The measurement of surface 

EMG relies on the amplitude of the surface EMG signal. The signal usually varies within the 

range of μV to mV. The signal level is too small to capture on the display, hence it is required 

to amplify the signal level to a TTL level (-5 volts to +5 volts). Critical factors such as noise 

and other artefacts should be considered before the signal is displayed properly. An additional 

DC current could also offer offset to the EMG signal. A proper ground reference is required 

without which the signal acquired could be misleading [1]. 

Forearm Muscles 

The forearm is a part on the upper limb between the wrist and the elbow. The forearm 

comprises of two bones, the ulna and radius. It encompasses muscles such as the extensor 

carpi radialis, extensor digitorum communis, extensor carpi ulnaris and a few more. Below 

we have listed the muscles of interest that we have targeted for classification of actions. 

Extensor carpi radialis 

 

Among the five main muscles that control 

movements at the wrist, the extensor carpi 

radialis is one of them. This muscle starts on 

the lateral side of the humerus, attaching to the 

base of the second metacarpal bone and is 

known to be quite long. This muscle is an 

extensor at the wrist joint and moves along the 

arm’s radial side, so will also abduct (radial 

abduction) the hand at the wrist, as the name 

proposes. 

 

Fig 1: Extensor carpi radialis 
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Extensor digitorum communis 

 

In humans and other animals, the extensor 

digitorum muscle (also known as extensor 

digitorum communis) is a muscle of the 

posterior forearm. It encompasses the medial 

four fingers of the hand. This muscle extends the 

phalanges, then the wrist, and finally the elbow. 

It tends to differentiate the digits as it extends 

them. 
 

 

 
 

 

 

Extensor carpi ulnaris 

 

This is a skeletal muscle found on the ulnar side 

of the forearm. It is aimed to extend and adduct 

at the carpus/wrist from structural position. The 

extensor carpi ulnaris helps in extension of 

wrist, but when acting single-handedly, it 

inclines the forehand toward the ulnar side; by 

its continuous action it extends the elbow-joint. 

 
 

 

 

 

Flexor carpi radialis 

 

Flexor carpi radialis is a muscle of the 

forearm that aids to (radial) adduct and flex 

the hand [1].  

 
 

 

Fig 2: Extensor digitorum communis 

Fig 3: Extensor carpi ulnaris 

Fig 4: Flexor carpi radialis 
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Monitoring Muscle Activity 

 

The MyoWare muscle sensor from 

Advancer Technologies measures the 

activity of the muscles by observing 

the electric potential produced by 

muscle cells. The device amplifies and 

processes the complex electrical 

muscular activity and converts it into 

a simple analog signal which can 

easily be read by any microcontroller, 

such as an A-Star or Arduino – or even 

a Maestro servo controller, with an 

analog-to-digital converter. When the 

target muscle group flexes, there will  

 

an increase sensor’s output voltage. The relationship between the muscle activity and the 

output voltage can be fine-tuned by using the on-board gain potentiometer. The sensor, in 

order to attach to the skin, requires three electrodes that snap into the sensor’s snap-style 

connectors, this makes it easy to attach or detach electrodes. Two connectors are placed 

directly on the PCB, and the third is found at the end of the attached reference electrode 

cable. The board’s pins contain a 0.1″ pitch and work with 0.1″female headers and 0.1″ male 

headers [4].The connection pattern to extract the EMG signal is shown below. 

 

 

  

Electrodes and their Placement 

Fig 5: MyoWare Muscle Sensor 

Fig 6: Circuit Diagram 
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An electrolytic gel is used as a chemical interface between the metallic part of the Gelled 

electrodes and the skin. Oxidative and reductive chemical reactions take place between the 

contact regions. The metallic layer lets the current from the muscle to pass more freely across 

the interface between the electrode and the electrolyte. This presents less electrical noise into 

the measurement, as paralleled with equivalent metallic electrodes (e.g. Ag) [5]. These gelled 

electrodes can either be reusable or disposable. Disposable electrodes are very light, hence 

most commonly used. They come in a wide diversity of sizes and shapes, and the materials 

comprising the patch and the form of the conductive gel varies between manufacturers. With 

an appropriate application, disposable electrodes help in minimizing the risk of electrode 

displacement in spite of rapid movements.  

 

Position and orientation of the muscle sensor electrodes has a vast effect on the strength of 

the signal. The electrodes should be place in the middle of the muscle body and should be 

aligned with the orientation of the muscle fibres. Attaching the sensor in other places might 

reduce the quality and strength of the sensor’s signal because of a decrease in the amount of 

motor units calculated and interference credited to crosstalk [4]. 

 

 
 

 

 

 

 

 

 

 

Fig 7: Electrode placement 
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Methodology 

To start building a data set, it is necessary to have the building blocks of the same ready 

before extracting. In order to do this, 10 different hand signs are considered.  

   

   

    

    

  
 

1) Wrist Curl 2) Apana Mudra 

3) Claw 4) Clenched Fist 

5) Surf Board 6) Vayu Mudra 

7) Clawed Palm – Hinged     

Backwards 

8) Ring finger extended 

9) Hand relaxed 10) Clenched fist -thumb 

inside 

Fig 8: Hand signs 
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As the aim of this project is to enable deaf-mute individuals to communicate via sign 

language, the selected actions may use any muscle required. 

 

The sensors were placed on 3 locations – one each on the dorsal and ventral side of the fore 

arm and the third, place on the bicep of the same arm. These locations were chosen in 

accordance with the hand signs selected, as maximum muscle activities are observed at these 

points. Further, the locations of the sensors were strictly kept towards the elbow due to 2 

main reasons. First, the muscle bellies are located towards end of the fore arm. As a result, 

tapping of signals are much easier than the tapering end towards the wrist, where it is difficult 

to gauge and pin point the muscle whose activities might overlap with neighbouring ones. 

Second, each MyoWare sensor has a reference electrode which is ideally placed at a bony 

area. In order to give a common body ground, the reference electrodes are placed around the 

elbow joint. 

 

 

 

 

Multi stranded wires were soldered to the MyoWare and the output from the same were fed to 

Arduino Uno’s analog pins. Data extraction was done though CoolTerm, an open source 

software that publishes serial monitor values to a text file (.asc format). Each of the actions 

was performed in a trial for 65 seconds – alternating between rest and flexion for a period of 

5 seconds. Signals were taken in the above mentioned way for 13 individuals – 8 males and 5 

Fig 9: Final set up with all electrodes 
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females, each of them having given a signed consent to participate in the research activity. 

The actions were taken in such a way that the transition between rest and flexion was 

minimal. Also, the first 15 seconds of the signal collection was taken as a rest period in order 

to avoid transients when the Arduino reads the signals through its Analog Input pins.  

 

 

 

9 sounds were recorded and programmed to be triggered when the corresponding action was 

predicted. 

 

 

 

Signal Conditioning 

Having collected the signals from the test subjects, the data was concatenated into a matrix 

(subject vs. data set). In order to process this data suitable for classification, noise was 

removed as a first step. The entire data set was passed through a fourth order FIR filter of 

coefficients: 0.25, 0.25, 0.25, 0.25, and then a 30
th

 order Kaiser filter with cut-off frequency 

as 60Hz and 150Hz.  

Fig 10: Rectified EMG Output for 5 

action repetitions over 65 seconds.  
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The next part of the algorithm was signal detection. The conditioned signal, having a total of 

15 transients in all, need to be split into individual transients, minimising the noise to zero. 

This gives a binary like input for the classification algorithm, high when signal is detected, 

low when it encounters a zero. In order to detect this signal, a custom algorithm was 

employed. On observing these signals, it was seen that the signal during muscle action had 

more energy than that when the hand was at rest. Therefore a dynamic threshold algorithm 

would help separate the signal. After a few trails it was found that using 15 times mean gave 

a favourable result. Hence, a window of desired size is considered which runs through the 

entire signal, split for each sensor (de-multiplexing the data set).  

 Consider a window of desired length 

 Window runs from start through end of signal 

 Compute mean of each window,  

                                                           ̅  
 

 
 ( ( )) (1) 

and choose the sensor that has the maximum mean 

 Compute energy of each window, 

  ( ( ))  
 

(2) 

 If Ewin> 15  ̅win, cut the signal at the start of the window, through the next 5 seconds 

Run this process for all such transients. Store this new set in another matrix. The data set was 

ready for feature extraction. 

 

Fig 12: Signal post filtering 
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Signals 
FIR filter – 
4th Order 

Kaiser 
Filter – 30th 
order 60Hz 
and 150Hz 
- Cut off 

frequencies 

Detection 
Algorithm 

Play 
recorded 
Sound  

Fig 13: Signal after removing no-action 

noise 

Fig 14: Process Flowchart 
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Feature Extraction  

In machine learning and pattern recognition, extraction of features begins with an initial set 

of measured data and builds derived values (features) projected to be informative and non-

redundant, easing the subsequent learning and simplification steps, and in some cases 

prominent to human interpretations. Extraction of features includes reducing the amount of 

attributes required to pronounce a large set of data. When performing analysis of complex 

data one of the major problems stems from the number of variables involved. 

In this project, time domain, frequency domain and several other parameters were chosen to 

extract information from the refined data set collected. Most of the features so chosen have 

two other parallel versions for each sensor.  

Time domain features have been extensively used in engineering and medical practices and 

researches. They are used in classification of signals due to its quick and easy 

implementation. Additionally, it does not require any transformation of the features that are 

calculated based on raw EMG time series. The EMG signal’s non-stationary property, 

changing in statistical properties over time arises to be a disadvantage for the features in time 

domain, but they assume the data as a stationary signal. Nonetheless, compared to frequency 

domain and time-frequency domain, features in time domain have been commonly used due 

to their performances of signal classification in low noise environments and their lower 

complexity in computation.  

 

They are as follows: 

1. Mean: The means of each sensor data were computed. 

2. RMS: The Root Mean Squares of each sensor were computed. RMS is determined as 

the square root of the mean over time of the square of the vertical distance of the 

graph from the rest state, related to the constant force and non-fatiguing contraction of 

the muscle. 

3. Variance: Variance represents the extent of fluctuation of a signal from its mean. 

Variance is a property widely used especially when contractions of muscles are 

extremely strong and visible changes in signal patterns are observed[7].. Variance 

uses power of a signal as a feature. Since variance is the mean value of the square of 

that variable, it can be computed as   

    
 

   
∑  

 

 

   

 

 

 

(3) 

4. Power: The power of a signal is the sum of the absolute squares of its time-domain 

samples divided by the signal length, or, equivalently, the square of its RMS level. 
5. Amplitude: Maximum amplitude (MAX) is defined as the peak amplitude of a signal. 

It is often used in areas where the measured signal is not sinusoidal, where the signal 

swings above and below a zero value [11]. 
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6. Spectral roll-off: The roll-off is a measure of spectral shape useful for distinguishing 

actual signal from noise that is a part of the signal. The frequency below which 85% 

of the magnitude distribution of the spectrum is concentrated is known as Roll-Off 

[15]. That is, if K is the largest bin that fulfils, 

∑   ( ) 

   

   

     ∑    ( ) 

   

   

 

 

 

(4) 

7. Spectral centroid: Centroid is the gravity of the spectrum, where the sign function is 

defined by 

   
∑  ( )   ( ) 
   

   

∑    ( ) 
   
   

 , 

 

 

(5) 

where N is a number of FFT points, Xr [k] is the STFT of frame xr, and f [k] is a 

frequency at bin k. Centroid models the sound sharpness. Sharpness is related to the 

high frequency content of the spectrum [15]. 

8. Mean frequency: It is an average frequency which is calculated as the sum of product 

of the EMG power spectrum and the frequency divided by the total sum of the power 

spectrum.   

MNF 
∑     

 

   

∑   

 

   

, 

 

(6) 

where Pj is the EMG power spectrum at the frequency bin j, fj is the frequency value 

of EMG power spectrum at the frequency bin j and M is the length of frequency bin. 

In the analysis of EMG signal, M is usually defined as the next power of 2 from the 

length of EMG data in time-domain [10]. 
9. Spectral Deformation: The Ω ratio is sensitive to changes in spectral symmetry and 

provides an indication of spectral deformation. It is computed as  

Ω  
√     

    ⁄
, 

 

(7) 

where Mn is the n
th

 spectral moment defined as 

   ∑      
     

   
, 

 

(8) 

where Pi is the power spectral density value at frequency fi [9]. 

10. 4th
 order polynomial regression coefficients for normalised data set: The 

polynomial              was used to fit the data set in the above curve. These 

four coefficients, a, b, c, d were used as features of each sensor.  

11. 2nd
 order exponential curve fit coefficients: The polynomial           was used 

to fit the data set in the above curve. These four coefficients, a, b, c, d were used as 

features of each sensor.  

12. 1st
 order Linear Predictive Coefficients: This model is a powerful tool in 

representing the spectral envelop of a digital signal in a compressed form. The 

principal objective of LP analysis is to compute the LP coefficients which minimizes 

the prediction error e (n).The estimate of current sample as a linear combination of 

past p samples establishes the basis of linear prediction analysis where p is the order 
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of prediction. The standard method for calculating the LP coefficients is by least 

squares auto correlation method. This is realised by minimizing the total prediction 

error.  

13. Maximum to Minimum drop in Power Density Ratio: An estimation of the power 

spectral density (PSD) of noise is a crucial part to retrieve signal in a noisy 

environment. The DPR is defined as the ratio of the highest mean power density to the 

lowest mean power density between 50 and 250 Hz. The mean power density is 

calculated by averaging 13 consecutive points in the EMG power spectrum. The DPR 

is helpful in indicating whether the power spectrum was adequately peaked within the 

anticipated frequency range and can detect the absence of EMG activity. For higher 

frequencies it guarantees that the EMG spectrum drops off, which would enable the 

detection of high frequency noise and aliasing under sampling [6]. 

14. Height of test subjects: Height of each test subject was measured in centimetre.  

15. Weight of test subjects: Weight of each test subject was measured in kilogram. 

16. Circumference of relaxed forearm of test subjects: Measured in centimetre. 

17. Circumference of flexed bicep of test subjects: Measured in centimetre. 

 

Principal Component Analysis (PCA) 

PCA is used to find a linear transformation, 

 ̅     ̅, (9) 

 

where  ̅       and  ̅      and    , in such a way that in the projected space, the 

variance of the data is maximized. It is an unsupervised transformation which does not 

require labelled training data for finding the transformation. Mathematically, PCA is a 

transformation which diagonalizes the covariance matrix of the global data set. While m is 

the original dimensionality of the feature space, n is the dimension of the desired projected 

space and is generally defined as the number of significant Eigenvalues in the spectral 

decomposition of the global covariance matrix. 

A general approach to the PCA is to first solve the characteristic polynomial equation for all 

Eigenvalues and then find their corresponding eigenvectors to produce principal components 

(PCs) in accordance with descending order of Eigenvalues. 

For the given data set, the various n values selected were 30,40,45,50 and 61(feature matrix 

without principal component analysis). It was seen that for n=40, there was a higher 

coefficient of correlation. 
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Weka attribute selector 

WEKA(Waikato Environment for knowledge analysis) is a prevalent suite of machine 

learning algorithms written in Java, used for solving real-world data mining problems. 

Advantages of Weka 

 Free availability under the GNU General Public License. 

 It is portable, as it runs on any platform and is fully implemented in Java. 

 A comprehensive collection of data pre-processing and modelling techniques. 

 Ease of use due to its graphical user interfaces. 

 WEKA supports several standard data tasks, specifically, data pre-processing, 

classification, clustering, regression and feature selection. 

 Run individual experiments. 

 Builds KDD phases. 

 

Feature subset selection is the method of recognising and eliminating as much extraneous and 

redundant information as possible. This decreases the dimensionality of the data and may 

allow the algorithms to operate faster and more efficiently. Although in some cases, accuracy 

on predictive classification can be improved; in others, the result is a more compact and 

straightforward representation of the target concept. This reduces the dimensionality of the 

data and may allow learning algorithms to operate faster and more effectively. 

Weka offers an attribute selection option. The process is divided into two parts: 

Attribute Evaluator: A technique in which attribute subsets are evaluated. 

Search Method: A technique in which the space of possible subsets is searched. 

In an attribute evaluator for example, they may be assessed by building a model and 

estimating the accuracy of the model. 

The following are some of the examples of attribute evaluation methods: 

1. CfsSubsetEval: Prioritizes subsets that highly correlate with the class value and 

correlate minimally with each other. 

2. ClassifierSubsetEval: Evaluates subsets using a predictive algorithm and another 

dataset that is specified. 

3. WrapperSubsetEval: Evaluates subsets using a classifier that is specified and n-fold 

cross validation. 

The Search Method is the organised way in which the search space of probable attribute 

subsets is directed based on the subset evaluation. Baseline approaches include Random 

Search and Exhaustive Search, other popular graph search algorithms such as Best First 

Search. 

The following are some of the examples of attribute evaluation methods: 
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1. Exhaustive: Checks all combinations of attributes. 

2. BestFirst: A best-first search strategy is used to navigate attribute subsets. 

3. GreedyStepWise: A forward (additive) or backward (subtractive) step-wise strategy 

is used to navigate attribute subsets. 

In this project, the algorithm performs a greedy forward search in the space of 

attribute subsets. It begins with no attributes in the space and stops when the 

addition/deletion of any left-over attributes results in a decrease in evaluation.  

 

Correlation based Feature Selection (CFS) 

The problem of feature selection for machine learning was addressed through a correlation 

based approach. The dominant hypothesis is that good data sets comprises features that are 

highly correlated with the class, and have a low correlation with each other. A feature 

evaluation procedure, centred on ideas from test theory, offers a functioning definition of this 

hypothesis. CFS is an algorithm that couples this evaluation formula with an appropriate 

correlation measure and a heuristic search strategy. It searches subsets according to the 

degree of redundancy among the features. The subset evaluators use a numeric measure, such 

as conditional entropy, to guide the search iteratively and add features that have the highest 

correlation with the class. Evaluator aims to find the subsets of features that are exclusively 

correlated highly with the class but have low inter-correlation.  

   
    ̅̅ ̅̅

√   (   )   ̅̅ ̅̅
 

 

(10) 

where MS is the heuristic “merit” of a feature subset S containing k features, rcf is the mean 

feature-class correlation (f   S), and rf f is the average feature-feature inter-correlation. 

CFS assesses the value of a subset of attributes bearing in mind the individual predictive 

ability of each feature along with the unit of redundancy between them. Correlation 

coefficients are used to evaluate the inter-correlations between the features as well as the 

correlations between subset of attributes and class [18, 19]. 

 

Classification 

The selected features were then used for classifying the actions studied. A series of 

classification algorithms were used to train the data from first nine subjects. The algorithms 

that had coefficient of correlation, between actual class and predicted class, above 0.9 were 

considered. The following classifiers were studied. 

Decision Tree: 

A decision tree acquired its name as it is shaped like a tree and used to make decisions. 

Theoretically, a tree is a set of branches and nodes and each branch descends from a node to 

another node. To derive a decision using the tree for a given case, the attribute values of the 
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case are considered and the tree is traversed from the root node down to the leaf node that 

holds the decision [8].The nodes characterise the attributes considered in the decision process 

and the branches characterise the diverse attribute values. The basic apprehensions in a 

decision tree classifier are the division of clusters at each non-terminal node and the feature 

choices that are most effective in separating the group of classes. In a decision tree classifier 

design, it is desirable to build an optimum tree so as to achieve the maximum possible 

classification accuracy with the least number of calculations.  

Random Forest and Bagging: 

Random forest is a combination of tree predictors in which each tree relies on the values of a 

random vector sampled individually and with the same distribution for all trees in the forest. 

It is defined as follows: 

“A random forest is a classifier consisting of a collection of tree structured classifiers  

h(x, Θk), k=1,... 

 

(11) 

 

where the {Θk} are independent identically distributed random vectors and each tree casts a 

unit vote for the most popular class at input x”.[14] 

Bagging (Bootstrap Aggregating) is a method of ensemble classification that creates distinct 

samples of the training dataset and a classifier for each sample. The results of these classifiers 

are then averaged or combined (such as majority voting). The procedure is that every sample 

of the training dataset is unrelated, providing each classifier that is trained, a subtly disparate 

focus and perception on the problem [14].Bagging is similar to random forests. The 

fundamental difference is that in Random Forests, only a subset of features are selected at 

random out of the total and the best split feature from the subset is used to split every node in 

a tree, contrasting from bagging where all features are utilized for splitting a node. 

 

 

Neural Network: 

A neural network comprises of three layers:  

 Input Layer – This is the part of ANN where input is fed to the network. 

  Output Layer – This is the place where we obtain the output that is calculated by the 

network.  

 Hidden Layers – These are the transition layers between the input and output layers 

where various calculation occurs which leads to the generation of output [20].  

Transfer functions are used to transform the given input to values alternating from zero to 

one. Each layer comprises a specific number of values and each value is called a node. 

Distant from these one of the chief components of a neural network are weights. They are 

http://en.wikipedia.org/wiki/Bootstrap_aggregating
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numbers or coefficients which are multiplied with each node of an individual layer to 

form the next layer. The nodes and the layers both are characterised in a form matrix. The 

multiplication of a layer matrix to its assigned weight matrix leads to generation of next 

layer. Cost function is an equation relating the calculated output to the actual output and 

is directly proportional to the error. Hence in order to minimize the error, the cost 

function has to be minimized. 

 

Results and Discussions 

Once, the features were extracted, the entire feature set was fed to a k Nearest Neighbour 

(kNN) classifier. The correlation coefficient (0.63) was found to be unsatisfactory. To 

overcome this problem, the feature matrix was subject to Principal Component Analysis. The 

following were observed for kNN:- 

 For dimension length of 30, correlation coefficient was 0.52 

 For dimension length of 40, correlation coefficient was 0.71 

 For dimension length of 45, correlation coefficient was 0. 61 

 For dimension length of 50, correlation coefficient was 0.58 

It is evident from above that for a dimension length of 40, the correlation coefficient was 

highest. In order to further improve, the efficiency of classification, feature selection was 

implemented. A correlation based feature selection algorithm was used. To find the set of 

features which gave the best results for the above mentioned evaluator, a greedy stepwise 

search was realized. This search resulted in ranking the first 10 valid features that would 

result in high classification efficiency. The selected features were: 

 Sensor 3 – Polynomial Regression coefficients 1,2,3,4 

 Sensor 1 – Exponential fit coefficients – 4 

 Sensor 1 – 1
st
 order LPC 

 Sensor 3 – 1
st
 order LPC 

 Height of Subjects 

 Circumference of forearm 

 Circumference of bicep 

 This reduced feature matrix was classified using classification algorithms such as Random 

Forest, Bagging and Neural Network. k-Fold cross validation iteration with k =10 was 

employed for each of the classifier.  

For a measure of classification accuracy, we used F-measure as the metric. 

          
  

     
 

(12) 

 

       
  

     
 

(13) 
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(14) 

 

The confusion matrices with the respective f-measures are listed below. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

Bagging - 10 features - cross validation 

 Predicted 

A
ctu

al 
 Action1 Action2 Action3 Action4 Action5 Action6 Action7 Action8 Action9 Action10 

Action1 82.98 17.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Action2 2.78 80.56 16.67 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Action3 0.00 11.11 88.89 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Action4 0.00 0.00 7.14 83.33 9.52 0.00 0.00 0.00 0.00 0.00 

Action5 0.00 0.00 0.00 14.81 74.07 11.11 0.00 0.00 0.00 0.00 

Action6 0.00 0.00 0.00 0.00 10.00 90.00 0.00 0.00 0.00 0.00 

Action7 0.00 0.00 0.00 0.00 0.00 12.24 77.55 10.20 0.00 0.00 

Action8 0.00 0.00 0.00 0.00 0.00 0.00 0.00 100.00 0.00 0.00 

Action9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 33.33 0.00 66.67 

Action10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 100.00 

 F-Measures 0.90 0.75 0.83 0.86 0.73 0.85 0.87 0.94 0.00 0.98 

 

Random Forest - 10 features - cross validation 

 Predicted 

A
ctu

al 

 Action1 Action2 Action3 Action4 Action5 Action6 Action7 Action8 Action9 Action10 

Action1 74.47 25.53 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Action2 8.33 69.44 22.22 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Action3 0.00 8.33 88.89 2.78 0.00 0.00 0.00 0.00 0.00 0.00 

Action4 0.00 0.00 2.38 88.10 9.52 0.00 0.00 0.00 0.00 0.00 

Action5 0.00 0.00 0.00 0.00 92.59 7.41 0.00 0.00 0.00 0.00 

Action6 0.00 0.00 0.00 0.00 7.50 90.00 2.50 0.00 0.00 0.00 

Action7 0.00 0.00 0.00 0.00 0.00 6.12 87.76 6.12 0.00 0.00 

Action8 0.00 0.00 0.00 0.00 0.00 0.00 4.55 95.45 0.00 0.00 

Action9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 33.33 66.67 0.00 

Action10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 16.28 83.72 

 F-Measures 0.82 0.66 0.83 0.93 0.85 0.89 0.91 0.93 0.33 0.91 

 

Table 1: Confusion Matrix of Random 

Forest - 10 features - cross validation. 

Table 2: Confusion Matrix of Bagging - 

10 features - cross validation. 
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From the above confusion matrices, it is observed that classification efficiency was highest 

for the bagging classification at 86.1%. Random forest method was a close second at 85.28%. 

Neural network, as expected, gave a mediocre classification efficiency of 67.6%. However, 

on close observation, we find that in the random forest – cross validation method, all actions 

are classified to a good extent, while in bagging – cross validation method, Action 9 was not 

classified. In order to make the classification more valid, a random forest – split method was 

employed. Here, data from the first 9 subjects were used to train the classifier and the data 

from the remaining 4 subjects were used to test the classifier. The confusion matrix of this 

classifier is shown below. 

 

 

 

 

 

NN - 40 features - cross validation 

 Predicted 

A
ctu

al 

 Action1 Action2 Action3 Action4 Action5 Action6 Action7 Action8 Action9 Action10 

Action1 69.44 30.55 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Action2 8.51 61.70 14.89 10.64 0.00 4.26 0.00 0.00 0.00 0.00 

Action3 2.78 19.44 47.22 25.00 2.78 0.00 0.00 0.00 2.78 0.00 

Action4 0.00 0.00 14.29 65.71 14.29 2.86 2.86 0.00 0.00 0.00 

Action5 0.00 0.00 0.00 4.76 83.33 11.90 0.00 0.00 0.00 0.00 

Action6 0.00 0.00 0.00 0.00 18.52 66.67 14.81 0.00 0.00 0.00 

Action7 0.00 0.00 0.00 0.00 0.00 5.00 82.50 12.50 0.00 0.00 

Action8 0.00 0.00 0.00 0.00 2.04 0.00 16.33 65.31 16.33 0.00 

Action9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 16.67 71.43 11.90 

Action10 0.00 0.00 0.00 0.00 0.00 33.33 66.67 0.00 0.00 0.00 

 F-Measures 0.00 0.70 0.52 0.62 0.79 0.64 0.75 0.69 0.74 0.00 

 

Random Forest 10 features 9-4 split 

 Predicted 

A
ctu

al 

 Action1 Action2 Action3 Action4 Action5 Action6 Action7 Action8 Action9 Action10 

Action1 14.29 85.71 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Action2 0.00 60.00 40.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Action3 0.00 0.00 87.50 12.50 0.00 0.00 0.00 0.00 0.00 0.00 

Action4 0.00 0.00 0.00 58.33 41.67 0.00 0.00 0.00 0.00 0.00 

Action5 0.00 0.00 0.00 0.00 90.91 9.09 0.00 0.00 0.00 0.00 

Action6 0.00 0.00 0.00 0.00 0.00 92.31 7.69 0.00 0.00 0.00 

Action7 0.00 0.00 0.00 0.00 0.00 0.00 70.59 29.41 0.00 0.00 

Action8 0.00 0.00 0.00 0.00 9.09 90.91 0.00 0.00 0.00 0.00 

Action9 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 100.00 0.00 

Action10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 100.00 

 F-Measures 0.25 0.43 0.74 0.70 0.74 0.67 0.80 0.00 1.00 1.00 

 

Table 3: Confusion Matrix of NN - 40 

features - cross validation. 

 

Table 4: Confusion Matrix of Random 

Forest 10 features 9-4 split. 
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This method, though does not have a high classification efficiency (63.63%), it is a proof that 

the features extracted from the signal can be used for effective classification of actions. It was 

also found that Sensor 2 (bicep) had no effect on the classification of the above studied 

actions.  

 

Future Work and Scope for Improvement 

There is a lot of scope for improvement in this project. A few notable ones have been listed 

below. 

 As the actions selected for study here involve only open elbow, data from Sensor 2 

was found to be inconsequential during classification. Using closed elbow in 

combination with the actions mentioned, more actions could be classified using 

Sensor 2.  

 Most of the parameters used in the above classifiers such as maximum depth of trees, 

weight of vote from each tree in random forest, etc were not modified and 

experimented on Weka. Tweaking of these values may improve classification 

efficiency.  

 Training data can be expanded to a larger size by involving more subjects. Algorithms 

like Neural Network and random forest show improvement on increasing the training 

set.  

 The ADC used in this project was nearly 1 kHz, while the band of interest is between 

60-150 Hz. A faster ADC could be used in order to sample the signal more 

effectively.  

 As the sampling rate of ADC used was low, an anti-aliasing filter with a cut-off 

frequency of 400Hz should be used.  

 Hardware issues can be handled better by building a casing for the set-up. 

Conclusion 

It is found that Random Forests are an effective tool in prediction. They do not over fit 

because of the Law of Large Numbers. Introducing the precise randomness makes them 

accurate in regression and classification. Moreover, the framework in terms of power of the 

specific predictors and its correlations gives a perception into the ability of the random forest 

to predict. The out-of-bag estimation makes concrete the otherwise theoretical values of 

strength and correlation. In this project, the aim was to create an action to speech convertor. 

Among the actions studied in this project, all actions are identified using the features 

mentioned with an acceptable average accuracy of 86.1%. The sensors used in this 

experiment cost no more than ₹3,000 and the ADC and Multiplexor of an Arduino UNO 

would cost about ₹1,500. The total cost of the marketable product would be at the most, 

₹10,000. This minimalistic approach is simpler, lower cost and less bulky. It consumes less 

energy, and can be more intuitive for the user. The final outcome of the experiments can be 

seen as an illustrative step towards gaining useful knowledge that enables to decide which 

algorithm to use in certain situations. 
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